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Optimal Observation Times (Becker and Kersting, 1983)

$$
\mathrm{t}_{\mathbf{i}}^{*} \approx \frac{3}{\lambda} \log \left(1+\frac{\mathbf{i}}{\mathrm{n}}\left(\mathrm{e}^{\frac{\lambda \tau}{3}}-1\right)\right) \quad \text { for } \mathrm{i}=1, \ldots, n
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- We call the stochastic process $\left\{Y_{t}: t \in \mathrm{R}_{0}^{+}\right\}$the partially-observable simple birth process (POSBP) with parameters $(\lambda, p)$.
- $\operatorname{POSBP}(\lambda, 1) \equiv \operatorname{SBP}(\lambda)$.
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- However,

$$
\begin{aligned}
\operatorname{Pr}\left(Y_{t_{1}}=\right. & \left.y_{t_{1}}, \ldots, Y_{t_{n}}=y_{t_{n}} \mid X_{t_{1}}=x_{t_{1}}, \ldots, X_{t_{n}}=x_{t_{n}}\right) \\
& =\prod_{i=1}^{n} \operatorname{Pr}\left(Y_{t_{i}}=y_{t_{i}} \mid X_{t_{i}}=x_{t_{i}}\right)
\end{aligned}
$$
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\begin{aligned}
& \mathcal{L}\left(y_{t_{1}}, \ldots, y_{t_{n}} ; \lambda, p\right)=\operatorname{Pr}\left(Y_{t_{1}}=y_{t_{1}}, \ldots, Y_{t_{n}}=y_{t_{n}}\right) \\
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where $q:=1-p$ and $v_{i-1, i}:=e^{-\lambda\left(t_{i}-t_{i-1}\right)}$.
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- By exploiting Chebyshev's inequality, we have

$$
\begin{aligned}
\operatorname{Pr}(E[Z]-12 \sqrt{\operatorname{Var}(Z)} \leq Z \leq E[Z]+12 \sqrt{\operatorname{Var}(Z)}) & \geq 1-\frac{1}{12^{2}} \\
& =99.3 \%
\end{aligned}
$$
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- Henceforth, without loss of generality, we assume that $\tau=1\left(=\mathrm{t}_{\mathrm{n}}^{*}\right)$.
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## Results for $\lambda=2, n=2$ and $t_{2}^{*}=\tau=1$

- Optimal observation time $t_{1}^{*}$ vs. $p$
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- Fisher Information:

$$
\mathcal{F} \mathcal{I}_{\left(Y_{t_{1}}, Y_{t_{2}}\right)}(\lambda)=\mathcal{F} \mathcal{I}_{\left(Y_{t_{2}} \mid Y_{t_{1}}\right)}(\lambda)+\mathcal{F} \mathcal{I}_{\left(Y_{t_{1}}\right)}(\lambda)
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- Construct the generating function for the likelihood function:

$$
\begin{aligned}
\phi\left(u_{1}, \ldots, u_{n}\right) & =\sum_{y_{t_{n}}=0}^{\infty} \cdots \sum_{y_{t_{1}}=0}^{\infty} \mathcal{L}_{Y_{n}}\left(y_{1}, \ldots, y_{n} ; \lambda, p\right) \prod_{i=1}^{n} u_{i}^{y_{t_{i}}} \\
& =\frac{P\left(u_{1}, \ldots, u_{n}\right)}{Q\left(u_{1}, \ldots, u_{n}\right)}
\end{aligned}
$$

- Once the polynomial functions $P$ and $Q$ are found, one can construct a recursive equation for the likelihood function by equating

$$
Q\left(u_{1}, \ldots, u_{n}\right) \sum_{y_{n}=0}^{\infty} \cdots \sum_{y_{1}=0}^{\infty} \mathcal{L}_{Y_{n}}\left(y_{1}, \ldots, y_{n} ; \lambda, p\right) \prod_{i=1}^{n} u_{i}^{y_{t_{i}}} \equiv P\left(u_{1}, \ldots, u_{n}\right) .
$$
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## Results for $\lambda=2, n=3$ and $t_{3}^{*}=\tau=1$

- Optimal observation times $t_{1}^{*}$ (blue) and $t_{2}^{*}$ (green) vs. $p$
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## Summary

The Fisher Information for the POSBP

- is analytically intractable even when there is only one observation;
- could be calculated numerically only for $\lambda \leq 2$ and $n=2$ in significant run-time by truncating the infinite sums;
- was approximated very quickly for any value of $\lambda$ and $n=2$ by exploiting Applied Probability concepts;
- could be calculated numerically for any values of $\lambda$ and $n$ in significant run-time by utilizing Experimental Mathematics techniques; and surprisingly could reduce the run-time by a factor of at least 32, 000 .
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## End

## Thank you ... Questions?

