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## Introduction

Let $A=\left\{a_{n k}\right\}(n, k=0,1,2, \ldots)$ be a (summability) matrix and let $\left\{s_{k}\right\}$ be a sequence. Let

$$
\begin{equation*}
t_{n}=\sum_{k=0}^{\infty} a_{n k} s_{k} . \tag{1}
\end{equation*}
$$

The sequence $\left\{s_{k}\right\}$ is said to be $A$-convergent to the value $s$ if $t_{n}$ exists for $n=0,1,2, \ldots$ and tends to $s$. In this case we write $s_{n} \rightarrow s(A)$ and call $s$ the $A$-limit of $\left\{s_{k}\right\}$. The matrix $A$ is said to be regular if $s_{k} \rightarrow s(A)$ whenever $\left\{s_{k}\right\}$ converges to $s$. Necessary and sufficient conditions that $A$ be regular are

$$
\begin{equation*}
\lim _{n \rightarrow \infty} a_{n k}=0, \quad k=0,1,2, \ldots, \tag{2}
\end{equation*}
$$

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sum_{k=0}^{\infty} a_{n k}=1 \tag{3}
\end{equation*}
$$

In order that $s_{n} \rightarrow 0(A)$ whenever $\left\{s_{k}\right\}$ converges to zero, it is necessary and sufficient that (2) and (3) hold. We will have occasion to use the notation

$$
\begin{equation*}
A_{n}=\sum_{k=0}^{\infty} a_{n k}^{2} . \tag{5}
\end{equation*}
$$

In this paper we are concerned with the cases where $A$ is the matrix associated with either a weighted mean method of summability, or a generalised Hausdorff method of summability.

Weighted means. Let $\left\{d_{n}\right\}$ be a sequence of non-negative numbers (weights) with $d_{0}>0$. Let $D_{n}=\sum_{k=0}^{n} d_{k}$ and define

$$
a_{n k}=\left\{\begin{array}{lll}
\frac{d_{k}}{D_{n}} & \text { for } & 0 \leqq k \leqq n, \\
0 & \text { for } & k>n
\end{array}\right.
$$

[^0]The resulting matrix $A=\left\{a_{n k}\right\}$ is called a weighted mean matrix and is denoted by $\left(M, d_{n}\right)$. It is a regular matrix if and only if $D_{n} \rightarrow \infty$.

Generalised Hausdorff matrices. Suppose

$$
\begin{equation*}
0=\lambda_{0}<\lambda_{1}<\ldots<\lambda_{n}, \quad \lambda_{n} \rightarrow \infty, \quad \text { and } \quad \sum_{n=1}^{\infty} \frac{1}{\lambda_{n}}=\infty \tag{6}
\end{equation*}
$$

Let $\left\{\mu_{n}\right\}$ be a sequence of real numbers. Define the divided difference $\left[\mu_{k}, \ldots, \mu_{n}\right.$ ] inductively by $\left[\mu_{k}\right]=\mu_{k}$,

Let

$$
\left[\mu_{k}, \ldots, \mu_{n}\right]=\frac{\left[\mu_{k}, \ldots, \mu_{n-1}\right]-\left[\mu_{k+1}, \ldots, \mu_{n}\right]}{\lambda_{n}-\lambda_{k}} \text { for } 0 \leqq k<n .
$$

$$
a_{n k}=\left\{\begin{array}{cc}
\lambda_{k+1} \ldots \lambda_{n}\left[\mu_{k}, \ldots, \mu_{n}\right] & \text { for } 0 \leqq k \leqq n  \tag{7}\\
0 & \text { for } k>n
\end{array}\right.
$$

with the convention that products such as $\lambda_{k+1} \ldots \lambda_{n}=1$ when $k=n$. The resulting matrix $A=\left\{a_{n k}\right\}$ is called a generalised Hausdorff matrix. This matrix is regular if and only if there is a function $\chi$ of bounded variation over the interval [0, 1] such that

$$
\begin{gather*}
\mu_{n}=\int_{0}^{1} t^{\lambda_{n}} d \chi(t)  \tag{8}\\
\chi(0)=\chi(0+) \tag{9}
\end{gather*}
$$

$$
\begin{equation*}
\mu_{0}=\chi(1)-\chi(0)=1 \tag{10}
\end{equation*}
$$

See [4].
If we take $\lambda_{n}=n$ we obtain the familiar Hausdorff matrices; see [3] or [2, Chapter XI]. If we take $\chi(t)=t$, then (7) yields the weighted mean matrix ( $M, d_{n}$ ) with

$$
\begin{equation*}
d_{0}=1 \quad \text { and } \quad d_{n}=\frac{1}{\lambda_{n}+1}\left(1+\frac{1}{\lambda_{1}}\right) \ldots\left(1+\frac{1}{\lambda_{n}}\right) \text { for } n>0 . \tag{11}
\end{equation*}
$$

Note that when $\lambda_{n}=n,\left(M, d_{n}\right)$ reduces to the Cesàro matrix of order one.
For the proof of Theorem 2 we need the following: For $0 \leqq k \leqq n$ and $0 \leqq t \leqq 1$ let

$$
\begin{equation*}
a_{n k}(t)=\lambda_{k+1} \ldots \lambda_{n}\left[t^{\lambda_{k}}, \ldots, t^{\lambda_{n}}\right] \tag{12}
\end{equation*}
$$

Then, with $a_{n k}$ given by (7) and $\mu_{n}$ by (8), we have

$$
\begin{gather*}
\mu_{0}=\sum_{k=0}^{n} a_{n k}, \quad[4,(5)]  \tag{13}\\
0 \leqq a_{n s}(t) \leqq \sum_{k=0}^{n} a_{n k}(t)=1 \quad \text { for } 0 \leqq t \leqq 1,0 \leqq s \leqq n . \quad[4, \text { p. 288] }  \tag{14}\\
\int_{0}^{1} a_{n k}(t) d t=\frac{d_{k}}{D_{n}} \text { for } 0 \leqq k \leqq n, \quad[4, \text { p. 294] } \tag{15}
\end{gather*}
$$

## The Borel property

Let $S$ be the set of all sequences $\left\{s_{k}\right\}$ where $s_{k}$ is either 0 or 1 , being 1 for infinitely many $k$. Let $I$ denote the interval ( 0,1 ] of real numbers. There is a bijection $\Phi: S \rightarrow I$ obtained by defining $\Phi\left(\left\{s_{k}\right\}\right)$ to be the dyadic fraction $0 . s_{0} s_{1} s_{2} \ldots$. By a phrase such as "a set $E \subseteq S$ consists of almost all sequences of zeros and ones" we mean that $\Phi(E)$ has Lebesgue measure one.

The matrix $A$ is said to have the Borel property if almost all sequences of zeros and ones are $A$-convergent to $\frac{1}{2}$. In this case we write $A \in(B P)$.

HIll [7] showed that in order that $A=\left\{a_{n k}\right\} \in(\mathrm{BP})$, it is necessary that (3) and (4) hold, that $A_{n}<\infty$ for $n \geqq 0$ and that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} A_{n}=0 . \tag{16}
\end{equation*}
$$

See [7, Theorem 1.1]. In the case of the weighted mean matrix $\left(M, d_{n}\right)$ these conditions reduce to

$$
\begin{equation*}
D_{n} \rightarrow \infty, \tag{17}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d_{n}}{D_{n}} \rightarrow 0 . \tag{18}
\end{equation*}
$$

See [7, 2.8].
Hill posed the question as to whether (17) and (18) were sufficient for $\left(M, d_{n}\right)$ to have the Borel property. We give below a weighted mean matrix which shows that in fact they are not sufficient for the Borel property to hold. This matrix also serves as an alternate and simpler example than the one due to Erdős [6, p. 404] to show that (3), (4), and (16) are not sufficient for a matrix $A$ to have the Borel property.

It was also shown in [7] that a regular Hausdorff matrix ( $\lambda_{n}=n$ ) has the Borel property if and only if $\mu_{n} \rightarrow 0$. Liu and Rhoades [8] have shown that for a limited generalisation of Hausdorff matrices, viz., $\lambda_{n}=n+\alpha$, the condition $\mu_{n} \rightarrow 0$ survives as both necessary and sufficient for the Borel property. Our example destroys the hope of any such simple criterion for a generalised Hausdorff matrix to have the Borel property. On the other hand we do give some sufficient conditions (Corollary to Theorem 2) for a generalised Hausdorff matrix to have the Borel property. These are natural generalisations of conditions given in [7, Theorem 2.9].

A bounded sequence $\left\{s_{k}\right\}$ is said to be almost convergent to $s$ if

$$
\lim _{p \rightarrow \infty}\left(s_{n+1}+\ldots+s_{n+p}\right) / p=s \quad \text { uniformly in } n .
$$

A matrix $A$ is said to be strongly regular if whenever $\left\{s_{k}\right\}$ is almost convergent to $s$, then $s_{n} \rightarrow s(A)$. Lorentz [9] has shown that in order for a regular matrix $A=\left\{a_{n k}\right\}$ to be strongly regular it is necessary and sufficient that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sum_{k=0}^{\infty}\left|a_{n k}-a_{n, k+1}\right|=0 \tag{19}
\end{equation*}
$$

Hill proved in [7] that a Hausdorff matrix has the Borel property if and only if it is strongly regular. Liu and Rhoades [8] have shown that the same is true when $\lambda_{n}=n+\alpha$. Our weighted mean matrix below is a generalised Hausdorff matrix, is strongly regular, but does not have the Borel property. We also give an example of a weighted mean matrix having the Borel property but which fails to be strongly regular. Thus for weighted mean matrices and for generalised Hausdorff matrices, there appears to be no simple relation between having the Borel property and being strongly regular.

## Examples

We require the following result due to Borel [1, pp. 37-47]. We give the less general version quoted by Hill [6] which is adequate for our purposes.

Borel's Lemma. Let $\left\{\varkappa_{n}\right\}$ be a sequence of positive integers, and let the positive integers $\left\{n_{j}\right\}$ be such that $n_{j} \geqq n_{j-1}+\varkappa_{j-1}(j=1,2,3, \ldots)$. Then in order that almost all dyadic fractions $y=0 . s_{0} s_{1} s_{2} \ldots$ have the property that for infinitely many $j, s_{n_{j}}$ is followed by $x_{j}$ zeros and for infinitely many $j$, by $x_{j}$ ones, it is necessary and sufficient that $\sum_{n=0}^{\infty} 2^{-x_{n}}=\infty$.

Theorem 1. Let $d_{n}$ be given by (11) with $\lambda_{n}=c \log (n+1), n=0,1, \ldots, 0<c<$ $<1 / \log 4$. Then the weighted mean matrix $\left(M, d_{n}\right)$ is strongly regular and satisfies (17) and (18), but does not have the Borel property.

Proof. Let $x_{n}=[\log (n+3)], n=0,1, \ldots$ Let $\left\{s_{k}\right\} \in S$ and let $t_{n}=\left(1 / D_{n}\right) \sum_{k=0}^{n} d_{k} s_{k}$. If $s_{n^{2}}$ is followed by $\chi_{n}$ zeros, we have

$$
\begin{aligned}
0 \leqq t_{n^{2}+x_{n}} \leqq & \frac{D_{n^{2}}}{D_{n^{2}+x_{n}}}=\frac{n^{2}+x_{n}}{\prod_{k=n^{2}+1}}\left(1+\frac{1}{\lambda_{k}}\right)^{-1} \leqq\left(1+\frac{1}{\lambda_{(n+1)^{2}}}\right)^{-x_{n}}= \\
& =\left(1+\frac{1}{2 c \log (n+1)}\right)^{-x_{n}} \rightarrow e^{-1 / 2 c}<\frac{1}{2} .
\end{aligned}
$$

On the other hand, if $s_{n^{2}}$ is followed by $\chi_{n}$ ones, we have

$$
0<1-t_{n^{2}+x_{n}} \leqq \frac{D_{n^{2}}}{D_{n^{2}+x_{n}}} \leqq\left(1+\frac{1}{\lambda_{(n+1)^{2}}}\right)^{-x_{n}} \rightarrow e^{-1 / 2 c}<\frac{1}{2} .
$$

It follows, by Borel's lemma, that the subset of $S$ consisting of ( $M, d_{n}$ )-convergent sequences has measure 0 , so that $\left(M, d_{n}\right) \notin(\mathrm{BP})$. On the other hand $D_{n} \rightarrow \infty$ since $D_{n}=\left(1+\frac{1}{\lambda_{1}}\right) \ldots\left(1+\frac{1}{\lambda_{n}}\right)$ and $\sum_{n=1}^{\infty} \frac{1}{\lambda_{n}}=\infty$, and $\frac{d_{n}}{D_{n}}=\frac{1}{1+\lambda_{n}} \rightarrow 0 \quad$ (monotonically); i.e., $\left(M, d_{n}\right)$ satisfies (17) and (18).

To show that $\left(M, d_{n}\right)$ is strongly regular we note that it is regular since $D_{n} \rightarrow \infty$, and then verify (19) which in this case reduces to the condition

$$
\frac{1}{D_{m}} \sum_{k=0}^{m-1}\left|d_{k}-d_{k+1}\right|+\frac{d_{m}}{D_{m}}=o(1)
$$

Since

$$
\left|d_{k}-d_{k+1}\right|=\left|\frac{D_{k}}{1+\lambda_{k}}-\frac{D_{k}}{\lambda_{k}}\right|=\frac{d_{k}}{\lambda_{k}}\left|\lambda_{k+1}-\lambda_{k}-1\right|=O\left(\frac{d_{k}}{\lambda_{k}}\right)
$$

it follows that

$$
\frac{1}{D_{m}} \sum_{k=0}^{m-1}\left|d_{k}-d_{k+1}\right|=O\left(\frac{1}{D_{m}} \sum_{k=0}^{m-1} \frac{d_{k}}{\lambda_{k}}\right)=o(1)
$$

which together with (18) implies that $\left(M, d_{n}\right)$ is strongly regular.
This completes the proof of the theorem.
Remarks. The above matrix ( $M, d_{n}$ ) is a generalised Hausdorff matrix with $\chi(t)=t, \quad \mu_{n}=\frac{d_{n}}{D_{n}} \rightarrow 0$. Further, it shows that (17) and (18) with $\frac{d_{n}}{D_{n}}$ monotonic are not sufficient for $\left(M, d_{n}\right) \in(\mathrm{BP})$.

For an example of a weighted mean matrix with the Borel property which is not strongly regular, take $d_{2 k}=1$ and $d_{2 k+1}=0$ for $k \geqq 0$. Then (19) fails, but $\left(M, d_{n}\right) \in(B P)$ in view of [7, Theorem 2.7]. To make the weights positive we can define $d_{0}^{*}=1$ and $d_{k}^{*}=d_{k}+\varepsilon_{k}$ for $k \geqq 1$ where $\varepsilon_{k}>0$ and $\sum_{k=1}^{\infty} \varepsilon_{k}<\infty$. It is easy to see that this does not change the bounded summability field and hence does not affect the method's having the Borel property or failing to be strongly regular.

## Generalised Hausdorff matrices and the Borel property

In this section we give some sufficient conditions for a generalised Hausdorff matrix to have the Borel property. We begin by citing a result of Hill [7, Theorem 1.7].

Hill's Theorem. In order that a matrix $A=\left\{a_{n k}\right\} \in(\mathrm{BP})$ it is sufficient that (4) hold, $A_{n}<\infty$, and $A_{n}=o(1 / \log n)$.

Suppose $\left\{\lambda_{n}\right\}$ satisfies (6), $\mu_{n}=\int_{0}^{1} t^{\lambda}{ }_{n} \beta(t) d t, a_{n k}$ is defined by (7) and $d_{n}$ is given by (11). Then we have the following theorem.

Theorem 2. (i) If $\beta \in L^{2}[0,1]$, then

$$
\begin{equation*}
A_{n} \leqq \max _{0 \leqq k \leqq n} d_{k} \cdot \frac{1}{D_{n}}\|\beta\|_{2}^{2} \tag{22}
\end{equation*}
$$

(ii) If $\beta \in L^{\infty}[0,1]$, then

$$
\begin{equation*}
A_{n} \leqq \frac{\|\beta\|_{\infty}^{2}}{D_{n}^{2}} \sum_{k=0}^{n} d_{k}^{2} \tag{23}
\end{equation*}
$$

Proof. (i) Applying Schwarz' inequality and using (12) and (15) we obtain

$$
a_{n k}^{2} \leqq \int_{0}^{1} a_{n k}(t) \beta(t)^{2} d t \int_{0}^{1} a_{n k}(t) d t=\frac{d_{k}}{D_{n}} \int_{0}^{1} a_{n k}(t) \beta(t)^{2} d t .
$$

Summing and using (14) we have

$$
A_{n} \leqq \frac{1}{D_{n}} \int_{0}^{1} \beta(t)^{2} \sum_{k=0}^{n} d_{k} a_{n k}(t) d t \leqq \max _{0 \leqq k \leqq n} d_{k} \cdot \frac{1}{D_{n}}\|\beta\|_{2}^{2}
$$

(ii) Now

$$
a_{n k}^{2} \leqq\|\beta\|_{\infty}^{2}\left\{\int_{0}^{1} a_{n k}(t) d t\right\}^{2}=\|\beta\|_{\infty}^{2}\left(\frac{d_{k}}{D_{n}}\right)^{2}
$$

Hence $A_{n} \leqq \frac{\|\beta\|_{\infty}^{2}}{D_{n}^{2}} \sum_{k=0}^{n} d_{k}^{2}$.
Combining Hill's Theorem with Theorem 2 we obtain the following:
Corollary. Suppose $\mu_{0}=1$.
(i) If $\beta \in L^{2}[0,1]$ and

$$
\begin{equation*}
\max _{0 \leqq k \leqq n} d_{k} \cdot \frac{\log n}{D_{n}}=o(1) \tag{24}
\end{equation*}
$$

then $A \in(\mathrm{BP})$.
(ii) If $\beta \in L^{\infty}[0,1]$ and

$$
\begin{equation*}
\frac{\log n}{D_{n}^{2}} \sum_{k=0}^{n} d_{k}^{2}=o(1) \tag{25}
\end{equation*}
$$

then $A \in(\mathrm{BP})$.
Note that (24) implies (25). This corollary should be compared with [7, Theorem 2.9].
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